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Introduction

On February 2, 2025, a significant milestone was reached in protecting workers’ fundamental
rights as Chapter I [General Provisions] and Chapter II [Prohibited Practices] of the AI Act became
applicable.[1] Two days later, on February 4, 2025, the European Commission approved the draft
non-binding guidelines on the practical implementation of the prohibited AI practices laid down in
Article 5, Chapter II, of the AI Act.[2]
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Of particular relevance to the world of work is the inclusion of AI emotion recognition systems in
the workplace amongst AI practices and systems that pose unacceptable risks, and are therefore
prohibited under Article 5(1)(f), with two limited exceptions. This is a welcome addition to the list
of prohibited practices in Article 5, especially since it was not included in the Commission’s 2021
Proposal for a Regulation on Artificial Intelligence.[3]

In light of this recent regulatory development, this blog post presents examples of applications of
emotion recognition technologies in workplace settings, examines the scope of the prohibition
under Article 5(1)(f), and explores how the two exceptions to this prohibition (‘medical or safety
reasons’) should be interpreted, also considering the European Commission’s guidelines.

Emotion Recognition Technologies in the Workplace

Emotion monitoring is not an unheard practice in the workplace and beyond (e.g. healthcare,
advertisement, surveillance, and security).[4] It is driven by advancements in the field of affective
computing, a multi-disciplinary field of study that researches ‘computer’s capabilities to recognise
and interpret human emotions and affective states’[5] as well as to ‘demonstrate emotions’.[6]  

In recent years, companies like HireVue, Cognisess, Emotiv, and Cogito, have designed and
developed technologies that can – or, perhaps more accurately, claim to be able to – provide
insights into employees’ emotional and mental states through the algorithmic analysis of a wide
range of biometric data. These data include but are not limited to facial micro-expressions, speech
patterns and tones, head and body posture, gait, and brain activity.[7]

This information is collected and processed using diverse technologies, including facial and speech
recognition software and wearables like smart earbuds, headsets, headbands integrated into
hardhats and caps, and chest straps, which measure physiological parameters connected to an
individual emotional state (e.g., heart rate variability, galvanic skin response, breathing rate).  

Selection and recruitment are among the most frequently cited examples of emotion monitoring
applications in the workplace.[8] However, the (potential) use of such technologies extends far
beyond recruitment. Research is ongoing, and tech companies have started commercializing AI-
powered products that are purported to detect workers’ emotional inner states throughout the entire
lifecycle of an employment relationship, across various industry sectors and occupations (e.g. for
call center operators).[9]

These technologies encompass, for instance, those that monitor workers’ attention, concentration,
and energy levels by measuring brain data and other biometric data,[10] track stress levels through
the analysis of physiological parameters,[11] and evaluate job engagement, satisfaction, and social
interactions at work based on communication patterns (e.g. time spent interacting, physical
proximity).[12]  

That said, the development and deployment of these technologies in work environments have faced
criticism and opposition. Scholars from various fields, along with policymakers and civil society
organizations, have highlighted the lack of scientific basis behind emotion recognition
technologies, including the definitional challenges surrounding the concept of ‘emotions’ and their
context- and culture-dependent nature.[13] Moreover, in the context of an inherently power-
imbalanced relationship, such as the employment one, the use of these technologies could result in
violations of workers’ fundamental rights, including the right to health and safety at work and data
protection, and lead to biases and discrimination.[14] The AI Act echoes and acknowledges these
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concerns and risks, with Recital 44 pointing out the ‘limited reliability, lack of specificity and
limited generalisability’ of technologies that claim to infer individuals’ states of mind.

In light of the above, what qualifies as an AI emotion recognition system under the AI Act and thus
falls within the prohibition in Article 5(1)(f)?

The Prohibition of Emotion Recognition Systems in the Workplace under
Article 5(1)(f) AI Act

Adopting a risk-based approach, the AI Act takes a firm stance on AI emotion recognition
technologies in the workplace: they are prohibited, with only two exceptions, which will be
elaborated on later. Specifically, Article 5(1)(f) reads that “[t]he following AI practices shall be
prohibited: […] the placing into the market, the putting into service for this specific purpose, or the
use of AI systems to infer emotions of a natural person in the areas of workplace and education
institutions, except where the use of the AI system is intended to be put in place or into the market
for medical or safety reasons”.

The Commission’s guidelines note that four cumulative conditions must be met for this prohibition
to apply: a) placing into the market, putting into service for this specific purpose, or the use; b) AI
systems to infer  emotions of a natural person; c) area(s) of workplace (and education); d) the
exceptions (medical or safety reasons) are not applicable.[15]

Conditions a) and c) leave limited room for debate. In this regard, the Commission’s guidelines
clarify that the term ‘use’ in Article 5(1)(f) indicates that the prohibition applies to deployers too,
i.e., employers. Additionally, the term ‘workplace’ should be understood broadly, ensuring that AI
emotion recognition systems are prohibited in both physical and virtual workplaces, and more
generally, throughout the entire employment relationship, from recruitment to dismissal.[16]

That said, one aspect that requires particular attention is the use of AI emotion recognition systems
to monitor individuals who are not workers but are present in a work context (e.g. technologies that
monitor emotions of call center customers or shop clients). In these cases, the AI systems are not
prohibited under Article 5(1)(f).[17] However, given the potentially blurred lines between
monitoring customers/clients/etc. and workers, deployers need to ensure that safeguards are put
into place to prevent the detection of workers’ emotional states.[18]

Turning to conditions b) and d), defining the scope of the concept ‘AI system to infer  emotions of
a natural person’ and the two exceptions to the prohibition is not entirely straightforward and will
be explored in the following two sections.  

Defining an ‘Emotion Recognition System’ under the AI Act: ‘Emotions
or Intentions’ vs. ‘Readily Apparent Expressions, Gestures or
Movements’, and ‘Physical States’

Under Article 3(39) of the AI Act, an ‘emotion recognition system’ is defined as an AI system ‘for
the purpose of identifying and inferring emotions or intentions of natural persons on the basis of
their biometric data’.[19] Recital 18 provides the same definition and includes a non-exhaustive
list[20] of emotions or intentions, such as happiness, sadness, anger, surprise, disgust,
embarrassment, excitement, shame, contempt, satisfaction, and amusement. Other examples are
anxiety, impatience, irritation, and complex emotional states.[21] Given the focus on cognitive
states of mind, attentiveness, focus, and boredom are also relevant in this context.[22]

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32024R1689
https://ec.europa.eu/newsroom/dae/redirection/document/112367
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn15
https://ec.europa.eu/newsroom/dae/redirection/document/112367
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn16
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn17
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn18
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32024R1689
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn19
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn20
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn21
https://global-workplace-law-and-policy.kluwerlawonline.com//CED24835-789C-4018-AF2D-E52EA2D06B05#_edn22


4

Global Workplace Law & Policy - 4 / 10 - 14.04.2025

Furthermore, Recital 18 excludes from the definition of ‘emotion or intention’: a) physical states;
and b) readily apparent expressions, gestures, or movements provided the AI system only detects
and does not infer information about workers’ emotional states. Therefore, AI systems that detect
physical states and readily apparent expressions, gestures, or movements do not qualify as
‘emotion recognition systems’ and are not prohibited under Article 5(1)(f) of the AI Act.[23]That
said, while Recital 18 and Article 3(39) draw these distinctions (including between emotions and
intentions), the boundaries between these categories are not always clear. Three main
considerations can be made in this regard.  

First, Article 3(39) and Recital 18 refer to two seemingly distinct concepts  – ‘emotions’ and
‘intentions’. However, the AI Act does not further elaborate on this distinction, nor do the
Commission’s guidelines provide additional clarity. This ambiguity has not gone unnoticed and
has started to attract criticism.[24] While uncertainty remains and further guidance is needed on
whether, and if so how, to differentiate between these two terms, one can assert that what matters
for the application of the prohibition in Article 5(1)(f) and its impact is that ‘emotions or
intentions’ should be interpreted broadly, as suggested by the Commission’s guidelines.[25]

In other words, by using both terms, emotions and intentions, the European legislature has included
a broad range of AI systems within the prohibition, including those that, based on the biometric
analysis, claim to be able to detect a worker’s intention to act or refrain from acting in a certain
way.[26] This approach aligns with the rationale for prohibiting AI emotion recognition
technologies in consequential settings like the workplace, where their use poses an unacceptable
risk to individuals’ health and safety and fundamental rights and interests.[27]

Secondly, the distinction between ‘emotions or intentions’ and physical states is not (always) clear-
cut, which may affect the scope of application of the prohibition under Article 5(1)(f). Recital 18
lists pain and fatigue as examples of physical states, referencing AI systems used ‘to detect the
state of fatigue of professional pilots or drivers for the purpose of preventing accidents’.[28] This
suggests that the AI Act provides some flexibility for the development and implementation of AI
systems designed to monitor fatigue, particularly in high-risk sectors and occupations (e.g. mining,
transportation, and construction). Such technologies could support employers in fulfilling their
duty of care obligations under EU and national occupational health and safety legislation.[29] In
this regard, for example, EU-OSHA has recently published a case study on one such system: a
smart headband that measures fatigue levels and detects microsleep by collecting and processing
workers’ brain wave information to trigger on-the-spot alerts in case of danger.[30]

At the same time, however, the AI Act does not take a stance on whether stress should be classified
as an emotion or as a physical state. This is an important issue to address as stress, like fatigue, can
manifest through both physical and mental symptoms and could therefore be monitored by
measuring a number of physiological parameters.[31]  The Commission’s guidelines provide some
clarity, albeit indirectly, on whether stress qualifies, or could qualify, as a physical state.
Specifically, the guidance document indicates that general monitoring of stress levels at the
workplace is not permitted and does not fall under the ‘medical or safety reasons’ exception in
Article 5(1)(f).[32] This can suggest that the guidance document adopts a narrow view of what
constitutes a physical state, categorizing stress as an ‘emotion or intention’ under Article 3(39) and
permitting the monitoring of stress levels based on biometric data only if the ‘medical or safety
reasons’ exception applies (see next section).

Thirdly, while the distinction between ‘emotions or intentions’ and readily apparent expressions,
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gestures, or movements, may seem clear in theory, it can be blurred in practice. Developers and
providers may hence use and exploit this ‘escape’ route provided by the AI Act to classify an AI
system as one that merely detects a readily apparent expression, such as a person smiling,[33]
while in reality, it identifies and infers information about the individual’s inner emotional and
mental state. In response to the Dutch Data Protection Authority’s call for input on the prohibition
of AI systems for emotion recognition in the workplace and education, the Electronic Privacy
Information Center has raised concerns about this risk.[34]  

Exceptions to the Prohibition of AI Emotion Recognition Systems:
Medical or Safety Reasons

As mentioned above, there are two exceptions to the prohibition of AI emotion recognition
systems: medical or safety reasons. These must be narrowly interpreted,[35] and where applicable,
the requirements laid down in relevant applicable legislations (e.g. data protection law, labor law,
and occupational health and safety) would still apply.  When, then, could these exceptions apply?

The Commission’s guidelines exclude the application of the ‘medical  reasons’ exception for the
general monitoring of stress levels as well as burnout and depression in the workplace.
Consequently, the AI Act could put a halt to the development and implementation of these AI
emotional monitoring technologies, especially when intended for work environments, such as
office settings, where employers’ use of such systems to enhance workers’ general well-being (e.g.
as part of corporate wellness programs) is closely linked to the goal of tracking productivity.[36]

Conversely, the ‘safety reasons’ exception might permit AI emotion recognition technologies that
measure stress and attention levels based on biometric data in high-risk sectors and professions
where workers are at risk of fatal accidents, or serious injuries and health conditions.[37] For
instance, this exception could apply to AI systems designed to detect and measure the emotional
state of workers in industries like construction and transportation to prevent accidents.[38]

However, this exception does not constitute a blanket ‘approval’ for all AI systems designed for
fatigue detection and monitoring. As outlined in the Commission’s guidelines, a proportionality
assessment must still be conducted to determine whether there are less invasive ways to reach the
same objective (safety). This assessment must also consider the often-blurred boundaries between
the ‘benign’ goal to keep workers healthy and safe in the workplace, on the one hand, and
surveilling workers for performance and productivity reasons, on the other.[39]

Concluding Remarks

As the possibilities offered by AI-driven technologies increase, the prohibition of AI emotion
recognition systems in the workplace under Article 5(1)(f) marks a significant step forward in
protecting workers’ fundamental rights and interests. The Commission’s guidelines represent a
valuable and necessary addition to understanding how this provision and its different elements
should be interpreted.

However, while this guidance document offers important clarifications on the core concepts in
Article 5(1)(f), including illustrative examples, room for interpretation remains (e.g. monitoring
stress and attention levels in certain professions might fall under the ‘safety reasons’ exception)
and may be used by tech developers to circumvent this prohibition. A case-by-case assessment in
the application of Article 5(1)(f) therefore remains key to ensuring that the prohibition of AI
emotion recognition technologies in the workplace is upheld and that exceptions are only justified
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in limited cases, where the positive outcomes (e.g. protecting workers’ lives and health) outweigh
the negative implications for workers’ fundamental rights, including the respect for their (mental
and physical) health and safety.

______________________
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